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ABSTRACT

The efficient selection of a wind turbine is presently limiteddy d e v eKnawfedge @ s
what products are available on the market, and their ability to test and compare available
turbine designdefore investingPoor turbine selection results infinancially sulb-optimal
investment. This study applies Blade Element Momenturaryheostscaling models and
Genetic Algorithms to produce a model that predicts the ideal turbine design for a given site.
The model was verified and tested using raw,-weald data from met masts and two
Enercon E44 turbines installed at Burfell, Izeid.

The model identified an optimum wind turbine design for Burfell which decreases the
Levelized Cost of Energy by 10.4% when compared to the existd®tirbines. The power
curve of the optimum turbine design was then used as a search parametet of geal
turbines, to determine that the optimum turbine model for Burfell is the Leitwind LTW70
2MW turbine. The use of this turbine would decrease the Levelized Cost of Energy by 8%

when compared to the existiigerconE-44 turbines.

Future recommendans are to develop a similar model using Finite Element Analysis in lieu
of Blade Element Momentum theory, ar ihclude optimization of the rotor shape and
material. A more ufio-date analysis of wind turbine costs is also advised.

Keywords: Wind Turine Selection, Blade Element Momentum theory,-Soating, Genetic
Algorithms, Levelized Cost of Energy.
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1. INTRODUCTION

The following chaptegives a general background to thesis topicdescribeghe focus of
the researchand states thaims and objectives. Thresearchmotivatiors are also explained,

as well as a brief outline of the following chapters in the paper

1.1.BACKGROUND

British appreciation for |l cel andds natur al
William Morrisd p@Voms, 892inevhich heddestribesist seeno

The sight of this desolate strand,
and the mountaiwaste voiceless as death

but for winds that may sleep not nor tire?

He acknowledges cel anddés strong and reliable wind
roughnessand lack of winl-breaking obstaclesTherefore It is only fitting that a
Memorandum of Understanding for a submarine electrical transmission cable between the
United Kingdom and Icelan(DECC, 2012)was signed the same year that the first two wind
turbines in Iceland were erectddskja Energy, 2013a)Such a cable would require

additional energy infrastructure to meet the increased demaabekctricity.

The installation of the two wind turbines by Landsvirkjun at Burfell sugdkat wind power

is seen as a competitive technology amb&ntialmeans of diversifying Icelandfrenewable
energy portfolioCur rent |y 7 2. 7theityosfsuppliedeny Hydrapowser, 2¥.8% c
from geothermal power plantnd 0.01% from fuel generatqi®rkustofnun, 2013)

This need togrow | cel anddés energy portfolio comes,
submarine connection to the UK, uvm the likelihood of new energyntensive industries
establishingn Iceland. Approximately79% of electrical energy is used kyergyintensive
aluminium and ferresilicon smelters(Orkustofnun, 2013)It is likely that there will be
further growth in energyntensive industryg i v e n | goleally acongeiitveelectricity

prices Conversely,the averagegrowth in nonrindustrial electricity demand in Iceland is
estimatedto be 2.8% (Orkustofnun, 2006)equivalent to 55 MW of additional capacity

required annually.



Wind powerin generalis not competitive with theurrent energy infrastructure options for
investment in Iceland, shown below Kgure 1. However environmental/social concerns
may restrict future deelopments in geothermal and hydropower infrastructure. Development
in wind power however is supported by 81% of the populatfskja Energy, 2013b)and

has no permanent environmental impact. Wind power is also suited to operate in a portfolio
with hydropower resources, given the skerin variabiity of wind and the londerm

variability of water resources, which effectively mitigate one another.

Coal

MNatural Gas
Solar

Wind Offshore
Wi

Nuclear

Geothermal

Hydropower A

50 100 150 200 250 300 350 400 450

LW'scurrent options
$23-37/Mwh F/Mwh

Figurel: Levelized Cost of Landsvirkjuniavestment options in Hydro/Geothermal power, compared with estimated costs
for infrastructurebuilt in the US in 2016 (excluding transmissicosts)(GAM Management, 2011)

It should be noted th&tigurel is also based on a general cagedy of the USA, which does
not account for theost of usingyi nd resources in lceland.
| cel andods \visisapgorted &y noote mecemntswind source assessmefMawri et

al., 2013) which states that A T h e ergyipotehtialeoilceland is within the highest class
as defined in t he Gianrthese doglass Widnresourées aral ghe .
growing electricity demands in Iceland, the recent interesdewelopingwind power in

Iceland can be understood.

Regardless of when new wind turbines will be competitive or wbatand they will satisfy
Icelandis a new fronter for the wind turbine industnyit is important to verifythat the
commercially available wind turbines are ideal for Icelandic applicatibtise ideal turbine
does not existthen it is equally important to determine which available turbine is most

similar to the ideal turbine.



1.2.RESEARCH Focus

The previous section discussed the growing interest in wind turbines in Iceland, specifically
the suitability of commercially available wind turbines. Thisesis will focus on how
developers choose turbines from thet of available turbingsand whether the selection

process can be improved by the use of a pmsasgd model.

In choosing a wind tilnine, the decision making progress generallybasedupon the
profitability of the investment. Simply put, the turbine that produces the higjregPresent
Value (NPV) will be chosen by a rational developer. However, the decision is restricted by

the folowing constraints:

- Spatial (limited availability of land or wind resources);

- Capital (restrictions on the value of the initial investment);

- Capacity (limitations on the output of the turbine, due to market or technical issues);
- Availability (certain wird turbine models may not be available, or practical, to

transport to Iceland).

Spatial constraints are important to consider for wind farm design or in cases where multiple
or topographically complesites are available for wind farm development. The impéc
spatial constraints will not be considered in thigdy Instead the report will focus on a
decision involving a single turbine and a particular site, such that capital, capacity and
availability constraints can be discussed.

Based on discussions tia large energy infrastructure developer, the current approach to
turbine selection is to assume some capital and capacity constraints to create a subset of the
marketavailable wind turbines. Thenergyproduction of each wind turbine is then assessed

using Weibull distributions or through computational packages like WABFPU National

Laboratory, 2013)A bidding process is then initiated withet manufacturers of the most
appealing turbines, in order to determine costsandto esaelsis ur bi nedés profit a

is in essence a brute force or t@@d-error approach to finding the optimum wind turbine.

This approachequiresthe assumptia that thesulset of commercially available turbintdsat

are assessed ncl udes t he 0i deal 6 t uThe impaet off thasr t he

assumption, and how this assumption can be avoided, is the general focus of this thesis.



1.3.AiMm AND OBJECTIVES

The overall aim of the proposed research is to create a plingsesl model to design an ideal
turbine given winedata and cosscaling relationships for a particular site, and to compare the

results with the triahnderror approach.
Specifically, theobjectives of this research are to:

1) Identify the common goals of the wind turbine selection process

2) Evaluate critically the use of a tdahderror approach to turbine selection
3) Develop a turbine selection model that incorporates-sfatee-art methods
4) Verify and comparéhe physicsbasednodel withthe triatand-error method

5) Recommend an efficient approach to turbine selection

1.4.MOTIVATION

Identifying the common goals of the process and the metrics by which turbines are compared,
or excluded from comparison, will provide insight into hamergy developers make
decisions. Clearly defined goals and metrics will provide a baseline to whichinr
selection methods can be comparBEais baselinewill initially be used to identify and defie

thestrengths andveaknessesf atrial-anderror approach to turbine selection.

From this assessment of the t@aderror approach, a physitmsed modelill be justified

and developed. It is expected that a phyb&sed model that uses ceshling estimates can
effectively assess the entire set of possib
exist yet) on a basis of NPV bevelized Cost bEnergy (CoE) without the need to enter a
bidding process with manufacturers. In order to verify the accuradhieophysicsased
model, it will be compared with real world ddiar a specific turbineat a specific site in
Iceland The model will then & verified on the decisiemaking scale, by comparing the
results of the model with a recent papgrHelgasorthat applied the triahnderror approach

in Iceland. From this, the motivation is to make recommendations for energy infrastructure
developers o theprocessof choosing a suitable wind turbine, and to provide some insights
into the characteristics of a turbinapable of achievinthe optimal capture of energy from

specificwind resources.



1.5.OUTLINE OF THESIS

Chapter 2provides aliteraturerevien of wind resource assessment, wind turbinesd
turbine selection, wind turbine designlade element momentum theognd wind turbine

costs. The aim of Chapter 2 is to satisfy the first two research objectives.

Chapter 3outlines the methods arttieory usedn the physicdbased model, as well as the
costscalingand optimisatiorcomponents of thenodel. It also includes the methodology for
the verification of the physiesased model, as well as the method for comparing it with the

trial-anderrorapproach. Chapter 3 satisfies objective three.

Chapter 4states the findings of tretudy Initially it covers the analysis of the wimdsource

at the specified site. Then the model is verifieging wind speed and electrical production
data from the Enmeon E44 turbines installed at Burfell, IcelanBinally the results of the
optimisation model are compared with the results of a-d@ndlerror approach. The aim of
this chapter is to satisfy objectit@ur.

Chapter 5concludes the paper with aistusson of the results and their implication§he
model developed in this study is critiqued, ardommendations for approaches to turbine
selection are discussed. Finally the papeeviewed and further research is recommended.

Chapter 5 aims to satisfippectivefive.



2.LITERATURE REVIEW

The following chapter provides a summary of gemeral conceptsehindwind turbines and
the stateof-the-art research in their analysis. It builds up the basic knowledge required to
understand the goals of the turbine selection processes. Thefdtateart research into
turbine selection is analysed. Finally the swit¢he-art methods inturbine design and
literature on cosestimation and optimisation is discussed in order to provide a foundation for

the creation of th&urbine selectiomodel.

2.1.WIND RESOURCES
2.1.1. THE CAUSE OF WIND

Wind is the movement aitmospheric gasésom one place to anothelue to air pressure
differences Gases move from high pressure to low pressure areas, at varying speeds,
attempt to reach equilibriunThere are two main mechanisms that cause differences in air

pressuresit amacroscale

The first is the uneven heating of the surface of the Ea&h.sun heats up the land and the
atmosphere during the day, and then heat is lost through the night as it is radiatedrad infra
electromagnetic wavasato the galaxy. Additionally, the inoght angle of sunlight onto land

at the equator is perpendicular to the surface of the Earth (assuming the Earth is
approximately flat) but this angle decreases closer to the poles. The low angle of incidence
causes solar insolation to be spread over ataagea, and causes the radiation to travel a

longer distance through the atmosphere giving it more opportunities to be absorbed or
refracted bef or e r eraicumavan heatind causds alimatib differenses r f a ¢

between regions, causing thenosphere in these locations to be at differing temperatures

The second mechanism that causes differences in air pressure is the rotation of the Earth
known as the Coriolis EffectAs the Earth rotates, windppears to be deflected in
comparison tahe fixed reference frame of an observer standing on the rotating surface of the
Earth causing polar regions to be heated less than the equatorial régimseflection is

clockwise in the Northern Hemisphere and -ahdckwise in the SouthernThe upper
atmospherewinds thatresult fromt hese two mechani sms are des

winds,which areare not impacted by local geography.



Local winds are impacted by the shear forces of the surface of the earth, and are related to the
roughness of #aterrain and the presence of obstaclésit is, the wind speed at ground level
is O metres per second, and then increases gradually until it reaches the geostrophic boundary
layer, where terrain roughness has no effect. The most commonly used method to
approximate wind at various heights is the Hellmann power equ@tmry, 2010)

a Uva 0(_ (2.1
WhereU @ is the wind speefim/s] to be determined at a height @®metres above ground
level, b & is the known wind speed at an elevatiomiometres, and is the wind shear
codficient. The windshear coefficient is normally determined using empirical data for each
site, but if data is not available and the terrain is fairly flat, it can be approximated that
pXx (Tester, 2012)Previous Icelandic studies have estimatieel windshear valugo be
between0.08 and 0.1¢Helgason, 2012)Arason, 1998)(Sigurdsson et al2000) (Bléndal
et al.,, 2011)In an interview(Sveinbjornsson, 2013) was suggested that the value of alpha

at Burfellis betweerD.07and0.11, based opreviousmeasurments

2.1.2. MEASUREMENT OF WIND

The most commomstrument usetb measure wind speeds is the cup anemometer. In fact, as
stated in(Tong, 2010)

The current version of thaternationally used standard for power curve measurements, the
IEC standard 614042-1, only permits the use of cup anemometry for power curve

measurements.

A study(Curvers and van der Werff, 200d) the accuracy of cup anemometers suggests that
instruments measure the wind speed witrelativeerror of £3.5%when compared to other
commercially available instruments. The main sourcenefdrror between instruments was
identified as vertical turbulence intensity. That is, locations with highly turbulent wind and
rough terrain will produce larger errors in wind speed measurements. The study also
determines that a relative error of £3.5%wmd speed measurement translates to a 10%
error inAnnual Energy ProductiorAEP) estimates at sites with an average wind speed of 9

m/s and 20% at sites with an average wind speed of 5 m/s.



The measurement of wind on potential wind turbine sites isrginperformed by mounting
cup anemometers onto a mast commonly called a Met Mastthe anemometers are
installed onto the met mast at fixed heighte windshearequation (Equatio2.1) can be
used to extrapolate to higher elevatiofise windmeasurements over the course of a year
then used with the power curve to directdgtimate AEP, or to generate a Weibull

Distribution.

It is also common for wind speeds to be predicted with the usenoémcal, meteorological
models, such as the mescale WRF model used in Icelaidawri et al., 2012) These
methods will not be covered in th&udyhowever, asnet mast data has been made available
by Landsvirkjun. Additionally, the challenge of site selection and rsitog of turbines has

been excluded from thigudy, such that the issue of turbine selecttan be concentrated on.

2.1.3. WIND SPEED DATA SIMPLIFICATION AND USE

A yearof wind speed data at 10 minute intervals would consist of at least 50,000 data points.
In order to simplify the analysis of wind speed data, it is common for the data to be reduced
to datistical relationships. The most common method of describing wind speed data is to

display it as awo-parametekVeibull distribution

dfc -- @ h 0w 2.2
L1 h 0 ™

Whereu is the wind speed [m/siis the shape parameter, ani the scale parameter. The
Weibull distributionwasfirst described in detail by Weibull in 195Mitially suggested to
have applications for describing particle distributions and material strengths, but not for wind
speeddistributions (Weibull, 1951) Weibull distributions have been used since 1976 to
describe wind distributiongJustus et al., 1976However, they have also been criticised
since 1978 for not accurately capturing the proportion of calm wind sp@ed#tte and
Brown, 1978) and more recently for being too empirical and simpligicobinski and
Coulais, 2012)Regardless, the simplicity and elegance of thebWkedistribution has led it
to becomefi By f ar t h-esedmistsbutionsfor dharacterization of -I0in average
wi nd s(Meganet al., 2011)

Weibull shape and scale parameters were traditiopatiynated using graphical methods, but
the modern approach is to use the Maximum Likelihood me({mhschel and Meeker,

2010) (Seguro and Lambert, 2000Another approach is to set Weibull shape and scale
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parameters such that the average wind power density of the distribution matches that of
measured wind spde(Nawri et al., 2013)with a similar distribution of abovaverage wd

speeds.

For a given wind resource and turbine model, a Weibull distribution can be used to determine
the Annual Energy Production (AEP). Thisaculatedusing the following equation:

I %0 YX @w 00 "QUIHQ QU (2.3

Where0 U is the function describing the power produced at a particular wind speed,
"QUd_NQ is the Weibull distributionand 8766.25 is the number of hours per y&ae form

and theory ofhe power curve) U , will be discussed in the next two sections.

2.1.4. WIND ENERGY CALCULATION

The kinetic energy of the moving gases is of interest when evaluating wind power and wind

resources. The equation to calculate the kinetic energy of a particle is:

O a0 (2.9
WhereO is the kinetic energy dd particle[J], & is the mass of the particle [kg], and
0 is the velocity of the particle [m/sT.he flow of windhowever is a flux of large number

of particles When considering the energy of large number ofparticles moving

homogenouslyhrough a area(i.e. wind), themass can be described as:

& "UVoo (2.9
Where” is the air density [kg/fj, © is the flux area [f], anddis the duration of the flux [s].

Substitutingequation 2.5nto Equation2.4 gives:

O -7 0w (2.6
This equation can be further simplified by describing the energy as poweild@o), in other

words as the rate of energy over a period of time:

~

0 RN ) (2.7
Giventhe swept area of a turbind, and air densitynormallyassumed to be 1.225 kgiit

is possible to determine the total kinetic power available for a wind turbine to eXinact.
actual air density can be calculated using the method outlin@dainri et al., 2013)which
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has beerapplied in this studyEquation ZZ can be modified to allow for the use of an

adjusted air density ) by modifying it to:

6 —b0 (28

However, due to physical limitatiortd airflow through turbinesit is not possible to extract

all of the kinetic energy availabl€his limitation is defined and discussed in the next section.

2.2.\WIND TURBINES

A wind turbine is a mechanical structure that converts the kinetic enerpe afind into
mechanical energyhrough the induced rotation of aerofshapedrotors The rotational

force of the rotors is then used to drive a generator and produce electricity for consumption.

As mentioned at the end of the previous section, there is a limitation to the proportion of
kinetic energy that a wind turbine can extract from thadyvwhichis equivalent to 16/27 or
59. 3%, as def i(Bete,d919) The @Bopdrtibnoof ebheagy extracted is generally
referred to as the Power Coefficiedt, This limit was derived byassuming an ideal rotor
extracting energy from a homogenous tube of air flowing throughrdktor at a constant
velocity. The maximum energy extraction for an ideal turbine was calculated to occur at an

axial induction ratio of 1/3, which is defined by:

U
o v 2.9
U

Where®is the axial induction factory is the velocity of air exiting the rotor plane, andis

the velocity of air entering the rotor plaféhe relationship betweeh andmis described by

the equation:

5 1hp O (2.10

Which is derived in detail ifHansen, 2008)This rehktionship is shown graphically below in
Figure?2. It is trivially obvious that no energy is produced when no kinetic energy is removed
from the wind (0 p). Additionally, if all kinetic energy is removed from the ai¥ ( ) no
energy can be removed due to an unmoving mass of air blocking the flow of any further air

through the rotor.

10



0.7
0.6
0.5
0.4
Cp
0.3
0.2

0.1

Figure2: Relationship between PowEpefficient and axial induction factor for an ideal rotor

Il n practice

— Cp

=| = Betz Limit

0.2 0.4

Bet z6

mi

0.6

t

has

0.8 1

not

been

reacheq

output a suboptimal level of energy any given wind speed. The energy output of an

individual wind tubine malel is defined by its power curve.

A power curve is an experimentally measured relationship between wind speed and expected

power output as per the methodology prescribed by the IEC 614D0D standard

(International Electrotechnical Commission, 200R)at is, corresponding wind speeds and

power outputs are averaged over 10 minute periods, and theedpfao bins with a width

off U T® & ¥i. The power outputs are then averaged again within each individudhisn.

is the industry standard at the moment, but recent studies have suggested that a dynamic

power curve will produce more accurate res(Mdan et al., 2008) For the purpose of this

study, the IEC 6140a.2-1 method will be aplied, such that calculated power curves can be

compared directly with manufacturer specified power curvds®e power curve of the

Enercon E44 turbine is shown below figure3 for reference.
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Figure3: Power curve of the Enerconr44 wind turbingEnercon, 2013a)

The power curve is the function describeddas in Equation2.3 Therefore the power
curve, along with the Weibull distribution, is one of the two main components required to
estimate the AEP of a turbine at a particular site. The next section will discuss how turbines

can be compared, and how developers select turbines

2.3.WIND TURBINE SELECTION

This section aims to satisfy objectives 1 and 2, as outlined in Section 1.3, by discussing
methods of comparing turbines and then methods of selecting the optimum turbine for a

particular site.

2.3.1. METRICS FOR TURBINE COMPARISON

Trivially, the desired outcome when building or designing a wind turbine is to produce as
much electricity as possible, as cheaply as possible, to maximise .prefiexgy
infrastructure projects are commonly compared basetth@nLevelizedCost of Electridy

(LCoE), which is defined by the following equation
B 6jp Q (2.17)
B 0jp Q

Where0 is the total cost in year, until the end of the investment period in yéar

.0
, #1 %

Similarly 0 is the production of energy in yefar The discount rate for the project is shown

asQin the above equation. The LCoE is commonly expressed in units of Cents per kilowatt
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hour or Dollars per megawdibur. The use of a discount factor on the denominator of the
LCoE is not to discount the anal energy production, but is just an algebraic consequence of

the derivation of the LCoE equation, as show(Short et al., 1995)

For wind turbine investments the initial cost consists of turbine purchase, transport, erection,
and grid connection. The annuasts generally consisf running costas well asoperation
and maintenance costs. These costkbeildescribed in greater detail in Secti@band 2.7
The LCoE of an investment is useful for comparing wind turbines as it describes both the fit
of a wi nd turbine t o a particul ar site

acquire/construct/maiain (i.e. costs) in a single parameter.

Turbines themselves can also be compared based orCHpecityFactor (CF). That is, the
proportion of time they are operating at theated capacity, described by the following

equation:

s %)O (2.12
Where0 is the rated power of the turbine (i.e. generator capacitypanthe number of
hours in a yearThe CF is useful for determining how well matched a turbine is to a
particular site. However, this metric does not take the costs of acquirthgnaintaining

turbine into account, and is therefore not as useful as the LCoE.

Objective 1 of the thesis was to, Al denti fy
processo. A s sedtion,cthescenmemdn goah is tb bhioase a wind turkivae
produces the most electricity for the least cost {o.eninimize LCoE).

2.3.2. TURBINE SELECTION METHODOLOGY

In an interviewwith an energy infrastructure developgkrnardoéttir, 2013)the general
approach to turbine selection for a chosen site was describadrias and error process that

follows the approach of

1) Define conditional limits on price, turbine capacity
2) Find a subset of commercially available turbines that fit these conditions
3) Use asoftware packagée.g WAsP orotherCFD-based software) to estimate AEP
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4) Contactthe manufacturers ofhe best performing turbines (i.e. Highest AE® start
thebidding process
5) Choosea turbine based on LColsing the negotiated prices, and estimatés o

transportation, construction and annual costs.

The first step aims to reduce the set of turbines to assess by removing turbines that are above
a set price threshold, normally limited by ttheveloped sccess taapital. The turbines are
restricted agaifbased on spatial requiremengsq size limits for zoning, or social impacts),

and practical requirements.¢ proximity of the grid, grid capacity, demand for electricity).

The second step applies these conditions, but is also restricted based orionoed the
developelis regarding what is commercially available. As such it is possible that the turbines

selected for comparison in Step 3 are a subset of the available turbines

A similar approachto that described abowwas used in(Helgason, 2012for selecting

turbines at particular locations. In this paper an arbitrary set of commercially available
turbines was selected,ahdhe power curve of each turbine v
performance. Costcaling relationships were then used to estimate LCoE. Both of these

turbine selection processes make two large assumptions:

1) That the optimum wind turbine is part of théset of turbines evaluated;

2) That the optimum wind turbine is commercially available.

The first assumption is generally made because evaluating turbine performance using a trial
anderror method is laborious. The second assumption is generally besdeise wind
turbine developers have no control over the products that are designed piretsiopthem

by manufacturers.

However, nost turbines available on the market designed for applications in mainland
Europe and North America, and therefore 2feassumption listed above also assumes that a
turbine that suits Europe and North America is suitdbtelceland. Comparison of the
optimum turbine determined by the model with a set of existing turbines should allow for

these assumptions to be inveatey.

As outlined in Section 1.3, Objective 2 of tlewudyi s t o, feval uate crit
triallande r r or appr oach t o t urebofthedrialaretérrerapproach o . Th
have been identified in this section as:

1) Evaluaesonly a subset of commercially available turbines;
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2) Assunesthat the ideal turbine exists on the maylketd in the chosen subset

3) Requires a time consuming trahderror approach.

An attempt toget around these weaknesses made byMartin, 2006) by applying a Blade
Element Momentum theory model (discussed in detail in Section 2.5) and basscalosj
relationships tadetemine the optimum sizing of rotors and generators for a given capital
cost. This method successfully bypassed assumptions 1 and 2 above, assessing the entire
range of possible rotagenerator pairs, regardless of whether they are commercially

available.

This method however failed to capture the influence of hub heights and towers on production
and costs, resulting in a simplistic mbdé how turbines operate. The paper also ignored the
importance © LCoE as a performance metricAdditionally, the cost of ror-hub
combinationss not transparent to developeasid therefore the results of the paper are likely

to beof usesubjectively rather than objectively.

Therefore, the ideahethod ofturbine selection would be one that:
1) Does not require prerequisitedwledge of what is commercially available;
2) Can evaluate the entire set of theoretical wind turdesigns
3) Does not exclude components of the wind turbine in the analysis;
4) Is not affected by nctinearity or a large number ofriables

5) Produces an optirhaolution based on LCoE.

To be able to satisfy the first two conditions, the process of wind turbine design must be

understood. Thiss discussed in the next section.
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2.4.WIND TURBINE DESIGN
A typical horizontal axisvind turbineconsists ofour mainparts

1 Rotor blades

1 Nacelle(housing thegearbox, generator, brakes and control mechanjsms)

1 Tower,

1 Foundation

The rotor blades are long aerofoils that rotate as air moves across them, due to aerodynamics
forces. The rotors rotate around a hub, at whigint theyare fixed to a single shaft, housed

in the Nacelle. The moment generated by the rotor blades is therefore concentrated at a single
axis along the shaft. The shaft then enters a gearbox which increases the rpm of the shaft to a
speed that matchése generator. The generator then turns the rotational energy of the shaft
into electricity, which is conveyeflom the nacelle to the ground by cables on the inside of

the tower.

Control mechanisms are also housed in the Nacelle. The two main conti@nisecs are

the yaw control and pitch control, whieldjustthe orientation of the Nacelle and the angle of

the rotors, respectively. Brakes are also housed in the nacelle, which slow down the rotational
speed of the shaft and rotors during high wind spe@dnd turbines also generally have an
anemometer and wind vane to send wind speed data to a control systertimeagaihich

then automatically operates the control mechanisms and biakbe context of this study,
thefour main components are thetors, the geeratorthe towerand the control systenihe

general constraints on their size and selection are discussed below.

Rotors
The main attributes of wind turbine rotors are the shape (profile, amdtchordength), the

materials and the radius. The shape and materials are not within the scope of this study. The
radius length depends upon the strength of the materials used, and the expected aerodynamic
forces that the rotor may experience. The largest mtoently available on the windrtbine

market is theSiemensMW Offshore wind turbine, which has a diameter of 154 metres, or a
radius of 77 metregSeimens, 2011)There is no limitation on the minimum rotor length,

other than economiand general sensibilities.

Generator
Although many types of generators exist, they are all commonly defined by their maximum

electricity generating capacity. The costs and benefits of different types of generators are out
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of the scope of this study. The largest generator available on tietwvliine market is the
Enercon E126 with a nameplate capacity of 7.58 MBhercon, 2013b)Similar to the rotor,
there is no meaningful limitation on hamall the nameplate capacity can be.

Tower and Foundation
The tower heightmaterial and thicknesare constrained by thetaticweight of the nacelle

and rotors, as well as théynamic aerodyamic loading on the entire structure. The
foundation size isependent upon the same loading, as well as the geotechnical properties of
the chosen location. For this study only the height of the tower will be considered. The largest
tower height constructetd date is 160 metres, using a lattice tooznan, 2012)Tubular

steel towers are typically no taller than 80 me{féagersh et al., 2006 he limiting factor

on the minimum tower size is the length of the rotors, as the tower must be tall enough to
ensure that theotors operate at a safe distance above ground lAvedview of ground
clearance regulations in the US§®teri, 2008)found that the minimum acceptable ground
clearance of the rotor ranged from 3.6 to 22.5 metres, with an average of 10.8 metres.

Control Systems
Control systems refer to the systems that control the rotational speed of the rotors. The

rotational speed ofhe rotors is controlled foboth safety reasons (using kes) and
performance reasons (using pitch or variable RPMpically the cutin speed for a turbine is
constrained only by the parasitic load of the wind turbines systems, as there is no benefit in
operating a wind turbine if the energy it produces is less than its sgstequirenent The

cutout speed however is limited to prevent mechanical failure of wind turbines. Modern

wind turbires typically cutout at 25 m/s.

The RPM of the rotors is noriyalimited by the capacity of the generator and the gearbox.
The pitch angle of the rotor is only limited in the sense that a rotor at a pitch angfeisf 90

likely to produce no rotational force.

As statedn Section 2.3the best wind turbine is oneathhasthe lowestLCoE. Therefore, it
is important to understand how each component affects the overall electrical output and cost

when designing a wind turbine. This will be discussed in the following two sections
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2.5. TURBINE ELECTRICAL OU TPUT ESTIMATION
This section will cover some of thmommonly used methods for calculating wind turbine

output that could be considered stafégheart. Software packages such as WAsP and
WindPro are considered to be the present-sthtbe-art tools in the wind turbine industry, as

well as Computational Fluid Dynamic models based on N&itiekes equations. However,
there are few available analytical metls that do not require proprietary software packages.
The most common method used today is the Blade Element Moment theory (BEM theory)
which applies fundamental aerodynamic and physical equations to predict power output. This

is supported by the commany of (Sgrensen, 2011yvho states that:

On the basis of various empirical extensions, the BEM method has developed into a
rather general design and analysis tool that is capable of coping with all kinds of flow
situations. Owing to its simplicity and generality, it is today the only design

methalology in use by industry.

Blade Element Momentum (BEM) theory was developed by Betz and Glauret in 1935 in
order to calculate the lift generated dorew propeller§Glauert, 1935)BEM theory is based

on two assumptions. The first that rotors can be broken upantwular2D segments that act
independently of one another, for which therodynamic lift and drag forces can be
computed. The second assumption is that the momentum or pressure lost by the flow of air is
equal to the work done by the air floam the rotor. These assumptions do not account for
flow across the rotors, or tandeh to the rotors, and do not allow for bending of the rotor
blades.

Given the simplicity of the BEM theory, a number of corrections have been developed to
improve its accuracy and to account for aerodynamic effects that were initially discounted.

The mos commonly used corrections are:

T Prandtl és tip | oss factor: to allow for
the tip of the rotor blade;

T Gl auretdos turbulent wake correction: t
high axial inductiondctors (ratio of inlet velocity to outlet velocity);

1 Hub-loss correctios allow for turbulent losses close to the hub;

1 3D RotationalCorrections:to allow for 3D rotational effects on the lift and drag

coefficient of the aerofoil.
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All of thesecorrections, except for the hiiss correctionare used in the model developed
for this study, in order to guarantee that it is using stft¢he-art methodsThe hubloss
correction was excluded as the first element of the blade is assumed to prodotional
forces, therefore no correction is necessdtye BEM theorymethod used for thistudy
follows the method outlined ifHansen, 2008and(Moriarty and Hansen, 2005As stated in
(Hansen, 2008)the key steps in a BEM theory algorithmcluding the above corrections,

are:

1) Set the axial and tangential induction fact@isnd ¢eeto Ofor "Q blade element

2) Calculate thdocal flow angle @6o)

3) Calculate the local angle of attack

4) Look up the Lift and Drag force coefficients from the reference tahle@ G)

5) Adjust Lift and Drag force coefficients for 3idtational effects

6) Calculate the Normal and Tangential force coefficienfsald G)

7) Calculate the axial and tangential inductions fact@and cxe

8) If & andd®d have changed more than a certain tolerance, go to step 2 or else finish.

9) Compute thdocal loads on the segment of the blades.

That is, for a given wind speed, rotor rpm and pitch angle, the moment and thrust loading can
be calculated for a single segment of a rotor blade (i.e. as shokigure4). The model
developed for thistudyfollows these steps in calculating the loads on a blade element. The

calculations required for each step will now be discussed in detail.

Figure4: Annular element of wind turbine as assessed by Blkbry(Moriarty and Hansen, 2005)
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The first step of the BEM theory algorithm is trivial, in that the afia) and tangentialc

induction factors are set twero, that is:

W W T (2.13
These two factors are the basis of the iterative process of the BEM Theory algorithm. The
second step is to calculate the flow angle. The flow angle is defined as the angle between the
rotational plane of the rotor and relative direction of the air veglotie relative direction of
the air velocity is the vector product of the actual wind velocity (perpendicular to the
rotational plane) with the rotational speed of the rotor blade (tangential to the rotational

plane). This is shown visually lwy in Figure5.

Figure5: Definition of relative air velocity and air flow ang{elansen, 2008)

The air flow angle for th& blade element is calculated using the following equation:
P WW (2.19
p Wi

Wherew is the wind speed approaching the rotor bladés the radial velocity of the rotor,

O A%o

andi is the radius for blade elemeétThe flow angle is then used to calculate the local

angle of attack , for step 2, using the following equation:

| %0 — (2.19
Where the local pitch angle- is defined as the overall rotor pitch angle)(plus the local

twist angle of the rotof ():

— — T (2.19
The fourth step is to use the angle of attack calculatéthuration 2.150 look up the lift
(CL) and drag (©) coefficients for the S808irfoil, which are listed iiAppendix 7.3 When
the angle of attack is not an integer value, the lift and drag coefficientinaesly
interpolatedfrom the table.The lift and drag coefients must then be corrected for 3D

rotational effects. This correction follows the methodology developédhaviaropoulos and
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Hansen, 2000and described ifHansen, 2000)The correction is made to the lift or drag

coefficients using the following equation:

6r 65 QO & wji B8AT © Y8 (2.17
Where:

Yo 0y 6r and¥d 6 j 0 i (2.18

Wherewrefers to eitheb or O, depending omwhich coefficient is being adjusted. Alsm,
refers to the chord width of the airfoil elementjs the radius of the element and the
subscriptg;’O andcO refer to the original and corrected coefficienespectivelyThe™Q

factor in Equation 2.17s used to ensure that the correction only applies for low angles of

attack. This factor is defined by the following equation:

L nJ| puld (2.19
Q ™ Al O— p pulJ| qgulJ
T | qud

The lift and drag coefficients are perpendicular and parallel to the relative air velocity,
respectively. Howesr, the relative air velocitgpproaches the plane of rotation at the flow

angle o), therefore the force that causes rotation will be a combination of both lift and drag
effects. Ste corrects the lift and drag coefficients for this angle, resolving them into normal

and tangential coefficients, using the following equations:

6 O6ATw 6 OBl (2.209)

6 O6O0B 6 AT% (2.2()
These two coefficients can then be used to calculate new values for the axial and tangential
induction factors(® and ¢ey. Both the Prandtl tig oss and Gl aur et 6s
corrections are applied in this step of the calculatiinge to convergence issues of the

Prandtl tiploss formula, the following modified tipss equation was used

0 Al O 83 (.21
Where,
o 0 Y | (2.22
¢iOmB
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Whered is the number of rotor bladeShe new axial induction factor is calculated using the
following equation:
. 1" E%o (2.23
W — P
” O
Where, is the solidity factor, which is the fraction of the swaphulararea that is covered

by the blades, calculated by:

w0 (2.29
c¢“i

Glauret however determined thatjuation 2.23s only valid for low axial induction values,

below some critical valueé. The value ofo is approximated to be 0.2 as p#Vilson,

1994) In the case thab ¢ the axial induction factor is calculated using:

() -¢ Lp QW VP CO ¢ T0® P (2.29
Where,
o 1°GD E%o (2.26
” 6

The new tangential induction factor is calculated using the following equation:

T BHIA 1%0 (2.27
—. 5 °F

Step 8 of the algorithm is to compare the new axial and tangential indéextions with the
assumed values in Step 1. The values are compared iteratively until the algoritlergesnv
within some tolerance. The equation used to check convergence for theusedis this

studyis:

W B LEe e pPT (2.289

If the abovestatement is false, the algorithm returns to step 1, but with:

®W O h o oee (2.29
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The algorithm continues until the statement iBquation 2.28is true, when the BEM
algorithm has converged. The thrust force on the blade elements in the annular area is then
calculated using the following equation:

QY v WP WL, . (2.30

- O—————"Wo |
O E%o
The total thrust force on the rotor blades is trivially the sum of all the elemental thrust forces.
The tangential forcat a point on asingle blade element is calculated using the following
equation:
WP D p w oL (2.3)

N K el N !!'\,Q‘
Ui OB %o 02l

The tangential forcbetweenn andi  can then be interpolated using:

0 ai o (2.32
Where,the slope and intercept coefficients are calculated as:

Op Op (2.33

Ofp I Op i (2.39

Therefore the incremental moment across a blade element is defined by the following

equation, when combined with the linear interpolation:
Q0 i0QI ai 0i Qi (2.3H
Fora particular element the moment is calculated as:

(2.36

0 a i o1 Qi
Which can be reduced to:
0 5 -a 1 i AN i (2.37)

Therefore the torque generated by the rotors can be calculated aanmber of blades,

multiplied by the sum of the moments on theéividual blade elements:
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o . o 2.3
U 0] U R ( &
This assumes that the first element of the blade does not produce torque to thiwesmafie
presence of the hulfinally the powegenerated by the turbine is calculated by the following

equation:

o 0 71 - (2.39
Where— is the combined efficiency of the gearbox and geoeravhich is assumed to be
95%.

Using the BEM theory algorithm allows for the power output tfrhine to be calculated for

a range of wind speeds (by changinly The curve that defines the power output for a range

of wind velocities is known as a O6power ¢
wind turbine at a particular site with adwn wind speed distribution. The next section will

discuss methods of estimating costs of wind turbines.

2.6.WIND TURBINE COST
The cost of wind turbines can be broken down into three components. These are initial costs,

fixed annual costs, and variable aahcosts. The initial costs consist of the cost to purchase,
transport and install the wind turbine, as well as costs associated with permits and supporting
infrastructure A breakdown of the initial costs for a single wind turbine is shown below in
Figure 6. This is based upon a study of the state of the wind industry in @Uikr and

Bolinger, 2012) Quite clearly the initial costs are dominated by the purchase of the turbine.
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Figure6: Breakdown of initial costs associated with a turbine constructed in(Z@gén et al., 2013)

The installation cost was estimated to be 2098 USD/kKW for a new turbine in 2011, with
annual costs (combined variable and fixed) of 35 USD(R#gen et al., 2013)The LCoE
for a new wind turbine is estimatdry the sametady to be 72 USD/MWh, assumingha

interestrate of 8% and a 20 year investment period.

A study by the NREL on cost scaling relationships of wind turbine components provides a
more detailed breakdown of initial and annual c@Btsgersh et al., 2006)he cost scaling
relationships in this paper are based upon material price estimates, component mass
estimates, and on a review of other literature @t scaling.These equations are summarised

in Appendix 74. This is currently the mostetailedpublicationof cost scaling equatiorier

wind turbinesthat is publically available.These equationsre used in this paper to

approximate the costs of turbgevhichis used as a metric for turbine comparison.

The study differentiates between four types of generators and their respective gearboxes and
mainframes. The performance of gearboxes and generator types is outside of the scope of this
study, thereforea single cosscaling equation will be used for the gearbox, generator and
mainframe. The generator is assumed to be a mesipgad permanent magnet getara

with a singlestage gearboxgnd the relevartost calculations fror{Fingersh et al., 200&re

usedin this study.
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2.7.EcoNnomMIC ANALYSIS OF WIND POWER |NVESTMENTS
As stated in the previous sectionind turbine investments are normally characterised by a

large initial investment cost, with relatively small fixed and variable annual costs. The only
form of profit associated with wind turbinés Icelandis the sale of electricity. The initial
investmenm costs are normally covered by a Idgmot completely funded with equityyhich

is then paid off over the period of production as regular repayments. In general, if the gross
incomegenerated in each yearasmot exceed the annual costs (operationats plus loan

repayments) then the investment is not viable.

The main metric for comparing the profitability of energy investments is the Levelized Cost
of Electricity (LCoE). This is the average marginal cost of producing energy, and can be used
as a preminary measure of profitability. That is, if the LCoE of an energy investment is
lower than the wholesale price of electricity, there is a margin in which profits can be made.
Similarly, if the wholesale price of electricity is unknown, the LCoE of tvateptial

investments can be comparedhere the lower LCoE defines the more profitable investment.

2.8.GENETIC ALGORITHMS
An optimization method must be adoptedminimize the LCoE of windurbines For a

simple optimization problem, with linear functioasd a single variable, the most economic
optimization technique is likely to be amithmetic solution Multi-variable and notinear
problems, however, require more complicated approaddes. such approach is to use a
Genetic Algorithm (GA) first descrbed by John Hollan¢Holland, 1973) A GA is a search
algorithm that attempts to find the optimum solution to a problem by applying thepterof
natural selection (competition, mutation, crossover, dtt.general a GA process is defined
by the following steps

1) Define optimization variable@.g.rotor length) ané fitness function€.g.LCOE);

2) Constrain the size of the variablesq.tower height from 1 to 100 metres)

3) Define GA parameters (mutation and crossover rates, competition method, population
size, maximum number of iterations)

4) Randomly generate an initial population of chromosomes (i.e. binary strings
representing distinct sations)

5) Calculate the fitness value of eadiromosomg

6) Retain a proportion of the best performoigomosomeand discard the rest
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7) Replace the discardathromosomedby using a breeding/inheritancegatithm on the
retainedchromosomes
8) Perform crossoveand mutation operations on each chromosqgmes

9) Repeat steps-8 until the exit criterion haseen satisfied.

An optimization approach using GAas been used in tretudydue topreviousexperience

with the technique, and access to-pxésting GA code inC++ (Garrett, 2013) The finer
details of the methodology adopted will be discussedséation 3.3 and Section 3.7
Alternate optimization techniques may be more efficient at optimizing turbine debigns,
comparing optimization methodology is out of the scopethod study The pevious
application of GA in wind power design, suggest that the use of a GA irstidyis a valid
choice.Evolutionary algorithms were used by Kusiak and Zheng to optimize the control of
rotor pitch and generator torque for a Doubly Fed InducgBenerator, optimizing the power
factor(Kusiak and Zheng, 2010A study by Grady used Genetic Algorithms to arrange wind
farms (Grady et al.,, 2005) and a study by Fahmy wused th
conceptually to genetic algorithms) to optimise rotor spéealsmy, 2012)

Genetic Algorithms have also been used to find the optimum shape for rotor Qlacezko
et al., 2005) (Eke and Onyewudiala, 201,qBureerat and Kunakot006) and forturbine
design(Sagol, 201Q)(Dong et al., 2013and(Ceyhan et al., 2009 hesesix papers will be

discussed in more detail in the next section.

2.9.BEM, COST-SCALING AND GA BASED TURBINE OPTIMI SATION MODELS
The previous sections of the literature review present brief explanations of concepts that are

used in the design or selection of wind turbines. This section will discuss how these concepts
have been combined in previous researntithe wind turbine seleidn or designprocess.

Reviewing the methods applied to date will help achieve the third objective of the thesis
whichisto6 Devel op a turbine sel ec-dftheanr tmondedas h otdhsadt,
stated in Section 1.Research talate can begdit into three categories: trial and error; partial
BEM-CostGA; and complete BEMCostGA methods. Each of these categories are

discussed in the following stdections.

2.9.1. TRIAL ANDERRORMETHODS
Section 2.3 briefly covered the methodology adopted by Hetgdseing the calculation of

AEP and LCoE for 47 turbines at 48 locations around Ice(&laligason, 2012)By using
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manufacturespecified power curves, the use of BEM theory is avoided, but it also assumes

that the ideal turbine is included in this chosen set of 47. The cost function used in
Hel gasonds report is only based on the rot«
marginal costs ofchanginggenerator and tower sizes. The paper looks at 2256 turbine
location pairings and therefore does not need Genetic Algorithms in order to find the
optimum scenario. The optimum turbiteeation pair is selected as the pair with the lowest

LCoE. Thelimitationsof this method are the lack of detail in the costing, and the assumption

that the ideal turbine is included in the chosen set of 47. The impact of varying the generator
capacity and the tower height should also be includesimilar method is used by Eltamaly,

who evaluates a set of 100 turbines, but with a cost functionighsdlely based on the

generator siz€Eltamaly, 2013)

Other triatanderror method applications inde that of(Jowder, 2009)who performs a

similar analysis but for a set of only 5 turbines in Bahrain. Capacity Factor is chosen as the
fitness function,reul t i ng i n turbines with the | owest
This is not a useful result in any practical sense for designers or developers, as high capacity
factors do not imply low LCoE or high AEP. Similafil-Shimy, 2010uses capacity factor

as a basis for turbine selection from a setdbfurbines. Finallf Ab ul 6 Wa fisas,sef2 01 1)
developed indexes based on Capacity Factor and Rated Speed to dalees fuom a set of

25, as well as using LCoE, but fails to properly define how LCoE and AEP was calculated.

2.9.2. PARTIALBEM-COSTGAMETHODS
Thereexist a few partial applications of the BEGbstGA approachhat is proposed in this

study A study by Martin pplied BEM theory in sizing the rotor and generator, base a
simple cost scaling equatio(igartin, 2006) The optimum rotogenerator size was found by
calculating all possible permutations, reducing the rotor and generator size to a single
variable and pltiing this variable against AEP. Graphical cufitehg approaches such as

this one are only possible once the problemides reduced to two degrees of freedom. The
main weaknesses identified in this approach are the-lopen iterative implementation of

BEM theory, and simulation of only fixed speed turbines (despite most modern turbines

being variable speed).

Some more etailed implementations include that(&uglsang et al., 1998)Jureczko et al.,
2005) and (Bureerat and Kunakote, 200@ho use BEM theory in order to optimize the
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shape and material of rotor blades, respectivEyese studiealso apply Numerical Search
Methods in ordeto optimize the design, and use the blade mass as the fitness function as a
substitute for costThe methods applied in thesieree studies are useful for the design of
rotors, but cannot be applied to overall turbine design/selection. A recent study@yaBo
applied genetic algorithms to select turbines, but only calculatediedfatied indexes to
compare turbines, given a particular set of Weibull paramé@vag et al., 2013)The
weaknesses identified in these papers were the use -@ipsinial fithess functions that are

not easily interpreted, and failure to model the entire structure of the turbine.

2.9.3. COMPLETEBEM-COSTFGAMETHODS
In the past 5years there have been a few attempts to implement a wind turbine

design/selection model that combines BEM theory with cost scaling models and genetic
algorithm optimization(Eke and Onyewudiala, 2010ptimize for the shape of the turbine
rotors only, using a simplifiedost model derived b§Xudong et al., 2009)he study finds a

rotor blade shapthat improves upon the LCoE for a particular turbine in a particular location
by 3.5%. Similarly(Ceyhan et al., 2009ptimizes for the rotor blade shape (twist and chord
length) and size, but keeps the genersize and tower size constant.

The tehnique used bySagol, 2010)s the most similar to that proposed in this study. Sagol
applies BEM theory, using the turbine cost study(lByngersh et al., 2006p optimize the
design of a wind turbine using a Genetic Aigom. The variables optimizedre the
generator capacity and the blade shape (S809 aerofoil or NRELeS family of aerofoils).

The tower height, rotor length, RPM and pitch are all held constant. The general objective of
the paper was tanalyse an existing turbine and to deternfioev much the LCoE could be
reduced by manipulating the shape of the rotors and the capacity of the generator.

The study by Sagol is only relevant for a designer who is looking to optimize a particular
design. The chord length and twist attributes oftarrblade are normally unknown #&owind
turbine developedue to it being proprietary knowledge of the designer, and therefore are

irrelevant to the turbine selection process ftorh e  d e werspective.r 6 s

The commonshortcomings identified in researto-date if used for the sake of wind turbine

selectionare:
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Modelling only fixed speed turbines

Overly-simplistic costscaling models

Optimization of parameters that cannot be known byléweloper(i.e. blade shapg)
Suboptimal fitness function@.e. optimizing for capacity factor instead of LCQE)
Restriction to a small set of turbine designs

Slow optimization techniques (i.e. brute force calculations or manual iterations)

= =/ =4 A4 A4 A -

Failure to account for impact of changing tower height on cost andgrod
As such, the model developed in this study will attempt to address these shortcomings, and to

provide a model that is useful in identifying the ideal turbine design for a particular site in
Iceland.
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3. RESEARCH METHODS

The third objective of thistudyis to develop a model to predict the output of a wind turbine
based on statef-the-art methods. The prewis section establishedateof-the-art methods

for optimizing the design of wind turbines based on their LChis section will detail how
thes stateof-the-art methods will be built into a model, hatve modebill be verified, how

the Genetic Algorithm will be applied, and how the weaknesses identified in the previous

section are to be addressed.

3.1. GENERAL M ODEL STRUCTURE
In order to calculatéhe electrical output and cost of a wind turbiaed to optimize the wind

turbine design based on these parameters, a computational model was devélepadddl
was programmed in C+giventhe efficiency of the languagén performing a large number

of calculations.The generastructureof the model is shown below Figure?.

o Abbreviations
GA: Genetic Algerithm
LCoE: Levelized Cost of Electricity
BEM: Blade Element Momentum
Input Turbine
Cost/fSize Constraints

)

) Generatn? GA
Population

¥

Static Inputs

Calculate Capital
Rotor Blade Data >| BEM Theory Loop and Annual Costs

v

Calculate Annual
Wind Data Energy
Production

¥

Calculate LCoE
and GA Fitness

GA Exit
Mo Criteria
Satisfied?

Yes

Output results to
file

Figure7: Schematic diagram of the computagbmodel developed for thigudy
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Given the weaknesses outlined in the previous sectiendésign variableshosenfor the

model are:

Rotor radius [m];
Generator capacity [kW];
Hub height [m];

RPM,;

= =2 4 4 =

Pitchangle[degrees].

These wind turbine characteristics were chosen as variables as they cover the main
characteristics available tdevelopersduring the period in which the turbines are being
selected.These variables are also sufficient to estimate a power curve, andtbaeaeé
suitable for estimating annual energy productiéor. simplicity, hub height and tower height

are assumed to be equivalent.

Tablel below lists thepotential wind turbine desigvariables that were kept constamtthe
model, as well as their assumed valughe generator and gearbox types were kept constant
in order to naintain the simplicity of the modeSimilarly, the performance of the gearbox
and gener@ar has been assumed as a combined fixed efficiency of 95%.

Tablel: Assumed values for wind turbine design variables that are not optimi#ies nimodel

Variable Value
Generator Type Medium-Speed Permaneiagnet Generatol
Gearbox Type Single stage gearbox
Combined Generator Gearbox Efficien: 95%
Blade Profile NREL S809
Blade Twist/Chord As per Appendix’.2
Blade Count 3
Wind Cutout Speed 25 m/s

The blade profile is assumed to be the NREL S809 profile, as the blade profile -ainadift
characteristics are publically available, and have been used extensively in previous research
(Hansen, 2000YRamsav et al., 1996)NREL, 2000) Similarly, the blade twist angteand

chord lengths have been assumed to be the same as those used by the NREL in their

experiments with the S809 profile.
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As previously mentionednoststudiesthat appliedBEM Theoryand Genetic Algorithns to

turbine design/selection onlgptimised the rotor blade shape. However the shape and
performance data for rotor blades is proprietary and not easily accessible to turbine
developersTherefore it is not useful to optimise for a hidden variable irtuhH@ne selection
process. Instead, by keeping the blade profile constant, the general scale of the ideal turbine

can be determined and then compared with turbines that exist on the market.

Given the dominance on the market of thbdeded wind turbineshe number of blades has
been kept constant. Similarly, the majority of wind turbines on the market have accepted 25
m/s as a reasonable emit speed.In an Icelandic context, increasing the -out speed
beyond 25 m/s is unlikely to have any noticeabfeatfon the AEP. Using the Weibull curve

in Figurel2 asan approximation, the wind speeds at Burfell only exceed 25 m/s 0.01% of the
time (equivalent to 35 minutes per yedrherefore cubut speed has been set as a static 25
m/s to accurately reflect the current turbine market.

3.2.91ZE AND COST CONSTRAINTS FOR WIND TURBINE
Given that genetic algorithms are a special case of numerical search methods, the search

space for the algorithm needs to be properly defined. The search space is defined by the
constraints on the possible values that the model variabtetake. Given that the aim of the
model isto reflect the present wind turbine market, the variables will be constrained to the

maximum and minimum dimensions available on the market.

The limiting factors are discussedSection 2.4and a summary of thmonstraints placed on

the model variables is shown belowTiable2.

It should be noted that although towers up to 160m tall have been constiuetiedb height
in the model is limited to a maximum height of 80m due to limitations in thescasihg
equations. The limitation being that the equations only apply to tubular steel sivoetsr

than 80 metres.
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Table2: Summary of variable constraints used to define the solution space in the model

Variable Model Constraints
Rotor Length 0.57 77 metres
Generator Capacity 1007 7580 kW
Hub Height 157 80 metres
RPM Range 17 35 rpm

Pitch AngleRange 07 30 degrees

3.3.GENETIC ALGORITHM POPULATION GENERATION
The solution space of@enetic Algorithm GA) is aset ofbinary strings(chromosomesthat

defineall thepossible wind turbine desigihat liewithin the constraints outlined in Section

3.2 A binarystring iscreated by assigning each of the design variables a string of bits, and
then concatenating the strings into a single chromosome. Each unique chromosome
represents a unique combination of design variables. The number of bits assigned to each
variableaffeds the precisiorof the model. The biassigned to each of the design variables,

and their resultant precisipare shown below inTable 3. It shouldbe noted that the RPM

and PitchAngley ar i abl es are split up into separate

for easier manipulation in the codéhe strings are expressed using grey encoding.

Table3: Summary of biassignment and variable precision (* Precision = 1, due to integer rounding in the code)

Variable Bits Assigned  Precision
Rotor Length 10 0.075 metres

Generator Capacity 10 7.3 KW

Hub Height 7 0.51m
RPM Minimum 4 0.88*
RPM Range 5 0.63*
Pitch Angle Minimum 4 0.94*
Pitch Angle Range 4 0.94*

The precision of a variable reflects the detail that the model can solve for. For example, the
minimum possible hub height in the model is 15 metres. Based on a precision of 0.5 metres
the secondsmallest hub height possible in the model is 15.5 metres, and so on, until the
maximum constraint of 80 metres is reached. The precision of a particular variable is

calculated as:
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Given the bit assigments defined iTable3, the size of a chromoson®44 bits.Therefore

there are &, or 1.76 x 1&, possible solutionsn the solution spaceAn example of a
chromosome is shown belaw Figure 8. Excluding the bits assigned to the RPM and Pitch
Angles, there are?? or 134 million, possile solutions. If the average solution takes 1
second to be evaluated, evaluating and comparing 134 million individual solutions would
take 4.25 years of continuous computation. Therefore the use of a genetic algorithm is

justifiable, in order to greatly deice computation time.

1011011010 0011001101 00110110 1101 10110 0001 1010
Rotor Generator Hub Min RPM Min Pitch
Length Capacity Height RPM Range Pitch Range

Figure8: Example of a possible chromosome (i.e. a ungpletion in the Genetic Algorithm model)

The benefit of using a GA to optimize large problemss that it uses an iterative
competition/mutation process on smgibupsof chromosomes to arrive atnear optimal
solution without the need to evaluate thérersolution spaceThe small set of chromosomes

analysed in a single iteration of the GA 1is

An initial population must be generated in order for the GA to start, normally by a random
number generator. In this case the initial pagah is generated by the Mersenne Twister
number generatafMatsumoto and Nishimura, 1998yith a population size of 5@nce a
population of chromosomséstrings/solutions has been generated it is passed into the BEM,

costscaling and fithessodemodules, which will be discussed in the next few sections.
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3.4.BEM THEORY LOOP AND ROTOR BLADE DATA
The power output of each strilcpromosomen the GA Population is calculated using BEM

Theory, as dmiled in Section 2.5 The only differencebetween the convention BEM
algorithm and the algorithm in this stutlya modification to the Prandtl Fiposs correction
(Equation 2.2} which caused corergence issues in the model. The Prandtl f factor
(Equation 2.22is calculated using the previdyslescribed method, but thedPidl F factor

is calculated using function that approximately matches the angl expressiorwhilst

avoidingthe convergete issues.

The first stepin the codeis to decode the&hromosomento the individual optimization
variables (as defined ifable3). Thevariablesare then sent to the BEM Theory module. The
module follows thgoseudecode diagranshown below irFigure9. In short, the module runs
through the BEMTheory algorithm in a set of 3 nested loops which increment through the
variabledefined RPM and pitch angle ranges, as well as all integer wind velocities up to the
cutout speedThese nested loops allow for variable pitch and speed turbines to beadodell
The maximum power output of the turbine for each wind velocity is stored in an\aima,
thenforms the power curve of theind turbine. TheBEM module returns the power curve

arrayas an output to the main program.
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Decode GA Chromosome

Rotor Radius

Hub Height
Generator Capacity
RPM Range

Pitch Angle Range
sy

SetWe=1
Set RPM = RPMyy
Set Pitch = Pitchaay

ki

Retrieve rotor shape
[twist, chord length) and
«— aercdynamic (lift and
drag) coefficients

h

Run BEM Theory
algorithm until a and &
converge within tolerance

!

IF: FW::I} Fl_';sw::l
THEN: FI.':;:W::| = FW::'

"y

"y

Pitch+=1

RPM +=1
Pitch = Pitche

"|.|I: += 1
RPM = RPM.y
Pitch = Pitchsm

Output Pusx(Vo) as
power curve for
AEP calculation

No Wo=cut-out

speed? VES

Figure9: Pseudecode diagram for BEM Theory module, which calculates the power curve given a set of input turbine
characteristics

As mentionedn Section 3.1the rotor blade is assumed to be the NREL S809 design, as
described imMppendix 7.2 and Appendix 7.Zhe Rotor Blade Data component of the model
has two main functions. The first function is to read in the blade radius and the element
number (i.e. the annular section of the blade currently being evaluated in the BEM Theory
calculations)and to return thblade twist and chord lengtfihe second function is to read in

the angle of attack and to return the lift and drag coefficients for the rotor.

Once the power curve has been calculated and returned to the main program, it is then moved

to the Wind Data made, which is discussed in the next section.
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3.5.WIND DATA AND AEP CALCULATION
As stated irFigure?7, the AEP calculation module follows on from the BEMory module

in the model. Other than the power curve, the only input for the calculation of the AEP is the
wind data. 10 minute interval win@nd air temperaturelata has been supplied by
Landsvirkjun for a site at Burfell (Icelandyhe datesupplied byLandsvirkjunconsists of 52

704 wind speedmeasurements taken every 10 minutes during 2012, from a 50 metre met
mast at every 10 metre height interviahdr confidentiality, the data has not been published

within this study.

Before the AEP can be calculdiehe air density is adjusted using the 10 minute temperature
data, based on the method detailedNawri et al., 2013)The wind speed must also be
adjusted to the hub height usiggjuation 2.1 The windshear coefficient, , used to adjust

the wind speeds was calculated toth#7 from the provided datalhe AEP calculion is

thensimply calculated as:

I %0 00 Yo

o (3.2)

Whered 0 is the power output (in kW) at a velocity equabtpwhich is the average wind
speed duringhetime intervalQYois thelength of the time interval (in hoytsand” is the
adjusted air density at time interv@ The resulting units are in kWfhe time interval
ranges from 1 to 52704, which is the number of 10 minute intervals in a year. Similarly, the

value of Y0 is fixed at 10 minutes, or 0.1667 heu

The model also has the capability to calculate the AEP based on Weibull Parameters, using

the methodology described in Section 2.1.3.

3.6.CoSsT MODEL
As described irSection 2.6the turbine costs are approximated by a series of cost scaling

relationships(Fingersh et al., 2006yvhich arelisted in Appendix 7.5The initial costs are
defined as a set of 24 equations that describe the cost of indiwoorgonents, and the
annual costs are described by 3 equations. In order to reduce the number of calculations
required by the code, the 24 initial cost equations have been realalgticallyto a single

equation:
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The cost(in 2002USD) is therefore described as a function of the rotor raginetres) the
rated capacity of the generat(d\W), and the hub heighmetres) This cost describes the
purchase, transportation and installation of the turbiine. cost is adjusted for inflation by
multiplying by a factor of 1.298, given the 29.8% rate of inflation of the US dollar between
2002 and 2018Bureau of Labour Statistics, 28). The pitch angle range and RPM rarage

assumed to have no impact on the cost.

Comparisons of the results froBguation 33 above with realvorld cost datawithheld in
confidencg show that the initial cost is largely underestimated by the Fingersh equations.
ThereforeEquation 33 is multiplied by a scaling factor in order to improve the accuracy of

the initial cost estimates, as follows:

6£i 0 8 mcké i'YD M (34)

This adjustmenhowever isbased oronly a single reference point in the 3D solution space
for the cost modelTherefore the accuracy of theost model cannot be guaranteed for
scenarios other than the reference pdinwill be assumedhat theadjusted cosiodel is
accurate enoughin a relative senseto allow for comparison between turbines. This

weakness in the cestaling model is also identified lj¢ingersh et al., 2006)vhich states

The WIindPACT studies were not designed as optimization studies, but were structured to
identify barriers to size increase. This model should be viewed as a tool to help identify such
barriers and quantify the cost and mass impact of design changes on components without

such innovation.

The formulae used by Fingersh for annual costsewound to be quite accurate (data used
for comparison is withheld in confidencahd are therefore used in the model as listed in
Appendix 7.5and multiplied by a factor of 1.298 to adjust for inflation

The initial and annual costs are then used to calculate the LCoE (describettion 2.7 of

the wind turbingassuming ainterest rate of 5%.
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3.7.GA FITNESS FUNCTION AND POPULATION MUTAT ION
A key component ofGAs is the fitness function. This is the objective function for the

optimization process. The fitness function chosen for this study was the LCoE, as it combines
the energy pduction and lifecycle costs into a single metric. Therefore the objective of the

GA is to find the global minimum LCoE achievable at Burfell.

Once the individual chromosomes of a population have had their fithess evaluated (i.e. LCoE
calculated) they arthen ranked and manipulated in a number of ways in order to create the
population for the next iteration. It is useful to think of the set of chromosomes in one model
iteration as the parent population, and the set of chromosomes in the next mode iterati

the offspring population. The following method has been adopted to generate the offspring
population:

1) Pick two chromosomes at random from parent population

2) Compare both chromosomes using tournament selection

3) Repeat stepsand2to get a second fitromosome

4) Perform uniform crossover on the two fit parent chromosomes
5) Perform bitwise mutation on the two chromosomes

6) Send the two chromosomes to the offspring population

7) Repeat steps 1 to 6 until the size of the offspring population is 50

Through the proesses of tournament selection, followed by crossover and mutation, the
offspring population is expected to contain a more optimal set of chromosomes than the
parent population. Offspring populations are generated and assessed until and#xancis
triggered. The following subections describe each of these processes.

3.7.1. TOURNAMENTSELECTION
Multiple selection methods have been developed, as is the case for crossover and mutation,

but for the sake of simplicity the most basic methods have been applied in this study. The
selection method used is Tournament Selection. The two random chromosoenes
compared, and the individual with the lowest LCoE is used irctbesover and mutation

process.
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3.7.2. UNIFORM CROSSOVER
Once two chromosomes have passed the tournament selection process, the pair has a 90%

chance of undergoing uniform crossover. If unifarmssover is triggered, each bit in one of
the two chromosomes has a 50% chance of switching with the other chromosomes bit. This is

illustrated by Figure 10 below, which shows uniform crossover for a pair of 10 bit

chromosomes.
Parent A:1010011011 Uniform Crossover Offspring A: 1010101010
Parent B0001101110 C Offspring B:0001011111

Figure10: Example of two 10 bithromosomes undergoing uniform crossover

3.7.3. BITWISEMUTATION
The two offspring chromosomes generated by the uniform crossover process then undergo

bitwise mutationBitwise mutation assesses each bit in each offspring chromosome and flips
the bit from a 0 to a 1 (or vieeersa) with a prelefined probability. For this study a
probability equal to 1/population sizey 2%, is assumed to be satisfactoAn example of
bitwise mutation is shown below Figure1l.

Offspring A:1010101010 Bitwise Mutation Offspring A: 1010111010

Offspring B:0001011111 ¢ Offspring B: 0011011101

Figurell Example of two 10 bit chromosomes undergoing bitwise mutation (black, underlined bits are those that were
altered by bitwise mutationYhe mutation of Offspring A has no effect on the mutatio®fé§pring B.

3.7.4. EXIT CRITERION
The GA processes described above can essentially run endlessly. Therefore an exit criterion

must be defined in order to prevent an endless loop. The exit criterion adopted in this study is
to set an upper limit on the numbef fithess evaluations. Once a et number of
evaluations have been performed, the GA stops generating new offspring populations and
outputs the optimum chromosome that it evaluated. Through trial runs of the model it was
determined that convergence wasrmally achieved withinl8 000 evaluations, and that
increasing the exit criterion to 100 000 evaluations did not improve the results. Therefore

max evaluation limit of @ 000 has been chosas a reasonable interval for convergence
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4. RESULTS

As discused in Section 2, the combination of BEM theory, szstling models, and genetic
algorithms may provide a suitable turbine selection method. This section will discuss the
result of using such a model programmed in C++, based on the methodology described i
Section 3,for a siteat Burfell, Iceland. Section 4.1 will analyse the wind data provided,
comparing it to other studies, and putting the location into a global context. Section 4.2 will
aim to verify the BEM theory portion of the model. Section 4.3 auitline the results of the
combined BEM theory, costcaling, GA model for Burfell and will compare the results with
those of(Helgason, 2012)Finally Section 4.4 will perform a sensitivity analysis on the

model, in order to determine weaknesses of the model or draw out additional insights.

4.1.WIND DATA ANALYSIS
The wind speed data used in the model is data from a 50 metraasttt Barfell, supplied

by Landsvirkjun. The data includes-finute average wind speeds and ground temperatures
for 2012, consisting of 52 704 separate data points. The wind speed data at a height of 1
metres is used for the model. Although it is likehatthwind speeds at 10 metres are
influenced by topographical variations or obstacles, it is assumedhiateffects are

negligible in this study.

The windshear coefficient (defined &in Equation 2.1 was calculatetb be equal to 027

for Burfell. This was calculatedy usingEquation 2.1to project the average wind speeds at
each interval from a height of 10 metres to a heighd®fmetres, and comparing the
projected wind speeds with the wind speeds measuré@ metresThe 50 me& metmast
data was excluded due to data quality isstibs. projected and measured wind speeds were
compared using RodeanSquareError (RMSE), which was then minimized by changing
the windshear coefficientTo check this result, the sameethod was fqgeated by projecting

from a height of 10 metres to 30 metres, which resulted in a-stiadr coefficient of 0.124.

The Weibull parameters for the wind data were also calculetedlow for comparison with

other locationsThe yearlong scale parametek, and the shape parametarwere calculated

to be 1.863 and 7.567, respectively. The Weibull parameters were calculated using the solver
function in Excel to minimize the RMSE between the Weibull curve and the actual wind
distribution. A visual comparien of the actual data and the besWeibull distributionis

shown below inFigure 12. It is graphically obvious that the Weibull distribution doex n
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perfectly match the raw W@inute interval wind speed data. Therefore the raw data will be

used to estimate the AEP at Burfell, instead of the Weibull distribution.

Relative Frequency

0.12
01 R Weibull Parameters
k=1.863
0.08 ; A=7.567
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Figure12: RMSE fittedannualWeibull Distributionfor wind at Burfell, at a height of 10m

The monthly Weibull parameters were also calculated to allow for a comparison with the
Weibull parameters determined fielgason, 2012)A comparisorbetween the two sets of
Weibull data can be made below, with the Weibull parameters fitted tatiasvirkjun met

mast data imable4, and the data frorfHelgason, 2012n Table5.

Table4: Summary of monthly RMSHitted Weibull parameters fdurfell

Month Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Kk 169 201 1.74 249 207 161 1.77 1.89 157 232 1.65 3.06

A 8.18 8.80 9.12 7.37 7.17 5.62 547 7.06 6.83 7.42 9.55 9.65
Table5: Summary of monthly Weibull parameters determinegHsigason, 2012)

Month Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

K 158 2.02 1.71 196 175 164 158 1.36 148 169 1.79 1.70

A 793 9.04 874 840 7.64 6.12 6.27 6.06 7.26 8.64 8.89 8.19
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The monthly Weibull parameters are quite obviously different. This difference is due to the
(Helgason, 2012data being from aifferent metmast at Buarfell and also covering a
different time period (1998 to 2010).

4.2.BEM THEORY MODEL VERIFICATION
The BEM model was verified by comparing it with the manufacturer power curve for the

Enercon E44 turbine, as well as the raw productidetaof one of theE-44 wind turbines
installedat Burfell (seeFigure13 below) The BEM model used the factory characteristics of

the Enercon E4 turbine as input, shown belowTable®6.

Table6: Model input data for Enercon-44 Turbine

Variable Input
Rotor Length 22 metres
Generator Capacit' 910 kW
Hub Height 55 metres
RPM Range 12-34

Pitch Range 07 30 (estimated)

The raw production data is from a period from March until October of 2013, consisting of
14936 data points. Each data point spans a 10 minute period and consists of an average power
output from the wind turbine SCADA data, and an average wind speed from enétmast
located 150 metres away from the wind turbineThe SCADA and memast data wre
matched using timestamp datdach raw data point ifrigure 13 is shown as a semi
transparent dot, causing the more common data points to show up as black, with uncommon
points showing up as grey. Given the large number of data points, the observed power curve

is shown as a black cloud of data points, rather éhsingle continuous line.
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Figure13: Comparison of simulated power curve (generated with BEM model) with the Enesbbpdaver curve, and raw
data from an E44 turbine at Burfell

For clarity, the same comparison is shown with the raw Burfell data represented as an
average curve ifrigure 14. The average curve was calculatedngsihe following equation

for each integer wind speed:

-

» 0 (4.1

0 U — h P ™ U L T
Where is an integer wind speed, add U is the raw data power output that corresponds
to the wind speed for eachdata pointQhat satisfie® 0 T®. It is worth noting that
the average curve seems to imply consistently larger than expected power outputs, but is
likely due to the large number of outliers visibleFigure13 above.
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Figure14: Shows the same &$gurel3above but with the raw data consolidated as an average power curve
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The NRMSE (Normalized Root Mean Square Errasj the raw data from Bdarfell was
calculated for both the Enercond@ power curve and the simulated power curve. The results
of the NRMSE calculations are shown belowlable?7. It should be noted that the NRMSE

is calculatedby dividing theRMSE by the maximum power output of the modelled wind
turbine. Using the NRMSE instead of the RMSE allows for different turbines to be compared

directly with one another.

Table7: NRMSE of Enercon and Simulated power curves with thed@ta from one of the-B4 turbines at Burfell

Power Curve NRMSE vs. raw Burfell dat

Enercon 8.0%
Simulated 7.5%

Therefore the BEM code reflects the actual power curve of the wind turbine at Burfell, to a

similar degree of accuracy as thenufacturer specified power curve.

The BEM code was further verified by simulating each of the 47 turbines sampled by
(Helgason,2012) t o prove the modelTledurbme areassignedyto f o r
reference numbeias shown in Appedix 7.5.The simulated power curve of each turbine was
comparedwith the manufacturer power curvas well aghe 46 other turbines, to calculate

the NRMSE. If the model is accurate the NRMSE shdddhighwhen compared to the
power curve of the simuladeturbine, and low for the 46 other turbines. The results of this
verification process are shown below Fingure 15. For reference, the darkest bludlse
correspond to an NRMSE of less th&ydl
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Figurel5: Turbine comparison matrix showing the NRMSE of the simulated power curve for each turbine, compared with
the actual power curve of all other turbines (i.e. an accurate modéd have low NRMSE on the diagonal, and low
NRMSE otherwise)

The figure showghat when the simulated power curve is compared to the manufacturer
power curve (i.e. the diagonal squares of the matrix, where x=y) the NRMSE .is low
Otherwise the NRMSE iselatively high, which is expected from an accurate model.
Therefore the BEM code accurately models a wide range of wind turbines with a reasonable
degree of accuracyrigure 16 below shows that the accuracy of the BEM code has no
correlation to the generator capacity of the wind turbine. It is likely that the variation in

accuracy is due to the assumptibatall turbines us a S809 aerofoifor the rdor blades
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Figure16: Impact of wind turbine generation capacity on the accuracy of the BEM code (measured by NRMSE when
comparing the modelled power curve with the manufacturer's power curve for a specific turbine)

4.3.OPTIMISATION MODEL CO MPARISON
Objecti ve 4 o f Vetiffhandsconspare tdeyphysuamsed maoael with the trial

anderror method . Therefore the results of the opti
the turbine selection recommendations(ldelgason, 2012)which was the Enercon-&
(3MW) wind turbine. The results are alsoompared with the actual decision made by

Landsvirkjun to install two Enercon-B4 turbines.

The optimisation model was run for a total5df 000 iterations, resulting in the ideal turbine
designafter 18 930terations The convergence of the model towards the optimum solution is
shown below inFigure 17. Theimprovement in LCoE on the 18 93@valuation is almost
unperceivablein the figure, as it improved upon the previous optimum LCoE by only
0.006%. As stated previously there are 134 million possible turbine designs within the
constraints of the model (excluding RPM and pitch angle range). This implies that using a
Genetic Algorithm has found r@earoptimum result (not necessarily the globptimmum) by

only testing 0.01% of the possible solutiomhkis calculation took approximately 5.7 hours to

reach is optimum, or an average of 1.08 seconds per iteration.
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